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ABSTRACT

Clearance of sodium iothalamate was estimated from plasma elimination curves obtained from 90 patients having varying renal function, after a single intravenous injection of $^{125}$I-sodium iothalamate. The usefulness of sodium iothalamate as a GFR-indicator with this technique was tested by a strict statistical comparison with conventional inulin clearance as a reference. The regression line, covering the clearance range 2–163 ml min$^{-1}$, $\text{Cl}_{\text{inulin}} = 1.08 \cdot \text{Cl}_{\text{sodiumiothalamate}} - 3.7$ ($n=84, r=0.85, \text{SEE}=2.3$ ml min$^{-1}$) was not significantly different from the identity line, which means (i) that extrarenal elimination could not be detected, and (ii) that $^{125}$I-sodium iothalamate should be regarded as a useful glomerular marker for single intravenous injection studies.

An open two-compartment model of mamillary type was found to give an adequate representation of the plasma disappearance curve. The results are not critically dependent on the choice of approximating function. The method by Sapirstein et al., the method by Nosslin and a power-law method were used for comparison and were found to give the same results. However, the present type of curve fitting analyses requires frequent blood sampling or external counting over a long period in order to give reliable estimates of GFR. This circumstance makes these methods less attractive for clinical use.

INTRODUCTION

The glomerular filtration rate (GFR), which is one important measure of the renal function, is commonly considered to be determined accurately by inulin clearance. An attractive alternative to the classical method (35, 36) is to estimate GFR from the plasma disappearance curve after a single intravenous injection of a suitable substance (for a survey, see e.g. (8, 12)).

Evidence is available that sodium iothalamate, a substance originally introduced as an X-ray contrast medium, fulfils the requirements which can be demanded of a good GFR-indicator in the classical sense (cf. (37)). Clearance studies with sodium iothalamate in man using (i) the classical method with constant infusion and urine collection (9, 11, 22, 23, 25, 33, 34, 2, 15, 22), and using (ii) a single subcutaneous injection technique with urine collection (1, 18) have shown good agreement between the clearance of sodium iothalamate and inulin.

No direct evidence is available that sodium iothalamate is a good GFR-indicator in tests based on a single intravenous injection, although good correlations to endogenous creatinine clearance (9, 31) and to continuous infusion clearance of iothalamate (29) have been reported. Accurate estimation of GFR from the disappearance curve after a single intravenous injection requires that the substance used is not eliminated extrarenally. This has been questioned for sodium iothalamate (cf. (18)), but, to the authors’ knowledge, it has not been adequately investigated so far. In passing it may be mentioned that in experiments with agglomerular fish and in stop-flow studies in dogs, no extrarenal elimination was found, nor was any significant renal tubular secretion or reabsorption demonstrated (16).

The primary aim of the present investigation was to perform a test of the usefulness of sodium iothalamate as a GFR-indicator in single intravenous injection tests, by comparing GFR as estimated from the plasma disappearance curve with conventional inulin clearance. Within this scope a comparison is made, from a theoretical and numerical point of view, between various methods of analysing plasma disappearance data in terms of renal clearance.
EXPERIMENTAL METHODS

Ninety adult patients with varying renal function were studied. Inulin clearance, \( C_{\text{in}} \), was determined with constant infusion technique. The collection of urine was carried out via an indwelling catheter during three 20-minute periods. The clearance values ranged between 2 and 163 ml/min (cf. Fig. 3).

Inulin in plasma and urine was determined with a diphenylamine method, essentially according to Corcoran & Page (13). The standard error of the triplicate determinations of inulin clearance in the same subject was 6.4 ml/min, corresponding to an average coefficient of variation of 0.094.

Simultaneous with the start of the inulin infusion, 10 \( \mu \)Ci of sodium iothalamate\(^{131}I \) (The Radiochemical Centre, Amersham, England) diluted with 2–4 ml of physiological saline was given as a rapid intravenous injection in one arm. Plasma samples were collected from the opposite arm 5 minutes after the injection and at 30 minute intervals during 4 hours. In 3 cases the initial phase, 0–10 minutes, was investigated in greater detail. The radioactivity of 2 ml plasma samples was determined in a gamma radiation spectrometer.

According to the manufacturer the labelled sodium iothalamate contains less than 1% of free iodine and is stable for at least 3 months. In order to block possible thyrooidal uptake of radioactive iodine the patients were given capsules containing 80 mg of potassium iodide the night before the investigation.

THEORY

Methods for calculation of clearance

According to the Stewart-Hamilton dye dilution formula (cf. (41, 42)) total plasma clearance is theoretically calculated from the ratio between the dose given, \( Q \), and the area under the plasma concentration curve

\[
\text{clearance} = \frac{Q}{\int_0^\infty C(t)dt}
\]  

For practical application of this formula a reliable estimation of the integral \( \int_0^\infty C(t)dt \) requires consideration of (i) the spacing in time of the experimental points on the plasma curve, and (ii) the choice of approximating function.

Simple numerical integration routines, such as the trapezoidal method and Simpson's method, require that the plasma curve is followed for "infinite time" (or until the plasma concentration is less than a small preset value). This is not an attractive alternative. Useful integration procedures must be based on mathematical functions, which approximate the measured plasma concentration data satisfactorily and which can be used to extrapolate the same data reliably outside the experimental time domain. For this purpose it is necessary to make assumptions about the processes underlying the distribution and elimination of the test substance.

The Integral Method of Nosslin (26, 27) calculates total plasma clearance from the area under the normalized plasma curve and the "plasma volume":

\[
\text{clearance} = \frac{V}{\int_0^\infty C'(t)dt}
\]  

\[ V = \text{plasma volume} \]  

\[ C'(t) = \frac{C(t)}{C_0} \]  

\[ C_0 = \frac{Q}{V} \]

i.e. the substance is postulated to distribute primarily in the plasma volume. The area can be estimated in various ways, e.g. from the exponential components of the curve as analysed by peeling-off methods:

\[
C'(t) = \sum A_i e^{-\gamma_i t} \quad (\sum A_i = 1)
\]  

\[
\int_0^\infty C'(t) = \sum \frac{A_i}{\gamma_i}
\]

The total distribution volume:

\[
D = V \sum \frac{A_i}{(\gamma_i)^2} \]

So far, sums of negative exponentials have mostly been used in the analysis of single-injection curves, a choice which has been guided by the well-known circumstance that these functions build up the analytical solutions of the kinetic equations of compartmental models.

The Present Compartmental Analysis of the plasma elimination curve of iothalamate is based on an open two-compartment model of the mamillary type (Fig. 1). Models of catenary type, i.e., with compartments connected in series, seem less plausible from physiological considerations, although there is a lack of more quantitative data for a direct test of various possible compartmental models (cf. (14)).

The following conventional (but still questionable) assumptions are made: (i) the mixing of tracer within each compartment is very rapid compared with the elimination from and exchange between the two compartments, resulting in a homogeneous distribution of tracer for both
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(i) compartments; (ii) the flux of tracer leaving a compartment is proportional to the concentration of tracer in that compartment, i.e. the rate constants $k_i$, $(\text{min}^{-1}) i=1-3$ are lumped parameters including transport by bulk flow, diffusion and other possible transport processes which can be described in this way; (iii) the rate constants and the volumes of distribution are constant in time.

The kinetic equations for the model are

$$\frac{dC_1}{dt}=k_1(C_2-C_1)-k_3C_1 \tag{8}$$
$$\frac{dC_2}{dt}=k_2(C_1-C_2) \tag{9}$$

with the starting conditions

$$C_1(0)=C_0 \tag{10}$$
$$C_2(0)=0 \tag{11}$$

(for symbols see Fig. 1)

The virtual initial concentration $C_0$ was estimated from the first two points ($t=5 \text{ min and } 30 \text{ min}$) by exponential extrapolation to zero time. The eqs. (8, 9) can be solved easily by both analytical and numerical integration (cf. (7)), giving the time course of the concentration of tracer in the two compartments. A fourth order Runge-Kutta method was used here with a step length $\Delta t=1 \text{ min}$. The rate constants, $k_1$, $k_2$ and $k_3$, were estimated by fitting the integrated function $C_1$ (eq. (8)) to the plasma tracer data (normalized to 100 at $t=5 \text{ min}$) in a least-square sense.

The primary volume of distribution, $V_1$ (ml/min). The secondary volume of distribution, $V_2$, was estimated from the steady-state condition $k_1V_1=k_2V_2$.

The Method of Sapirstein et al. (32) is based on a two-compartment model of the same kind as described above. However, the plasma elimination curve is separated in two exponential terms by peeling-off analysis and distribution volumes and GFR are then calculated from explicit expressions, viz.

the plasma elimination curve: $C(t)=A_1e^{-\gamma_1t}+A_2e^{-\gamma_2t} \tag{12}$

the glomerular filtration rate: $G=\frac{I}{A_1\gamma_1+A_2\gamma_1} \tag{13}$

where $I=\text{initial dose of tracer}$.

The primary volume of distribution: $V_1=\frac{I}{A_1+A_2} \tag{14}$

The intercompartamental clearance: $\alpha=\frac{V_1(A_1\gamma_1+A_2\gamma_2)}{A_1+A_2} \tag{15}$

The second volume of distribution: $V_2=\frac{\alpha G}{V_1\gamma_1\gamma_2} \tag{16}$

"Random-walk" models have also been proposed for studying the removal of tracers from the blood stream (see, e.g., (3, 4, 5, 39, 40)). The simple interpretation in terms of physiological compartments is replaced by the concept that individual test molecules move through the physiological system in a kind of a "random-walk" manner. The passage times of the molecules should then follow a gamma distribution:

$$C(t)=At^{-\alpha}e^{-\beta t} \tag{17}$$
Table I. "Best" estimates of the parameters in the two-compartment model for three typical cases

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$ (min$^{-1}$)</td>
<td>0.004±0.004</td>
<td>0.011±0.001</td>
<td>0.020±0.004</td>
</tr>
<tr>
<td>$k_2$ (min$^{-1}$)</td>
<td>0.02±0.02</td>
<td>0.024±0.004</td>
<td>0.031±0.007</td>
</tr>
<tr>
<td>$V_1$ (ml)</td>
<td>8.1±4.400</td>
<td>7.400±4.400</td>
<td>7.100±4.400</td>
</tr>
<tr>
<td>$V_2$ (ml)</td>
<td>0.20·$V_1$</td>
<td>0.46·$V_1$</td>
<td>0.65·$V_1$</td>
</tr>
<tr>
<td>Clearance $k_3$·$V_1$ (ml/min)</td>
<td>40±4</td>
<td>63±5</td>
<td>110±9</td>
</tr>
</tbody>
</table>

The analysis was performed by fitting this function to the plasma data in the interval $t=5$-240 min. The area was calculated by numerical integration of the fitting function over the interval $t=5$-2400 min and by adding an estimate of the initial part (a triangle of base 5 min and height $C^*$).

In the present study preference was given in the first place to the compartmental analysis approach and the other alternatives were used for comparative purposes.

RESULTS

Adequacy of the two-compartment model

The multiexponential appearance of the plasma elimination curve suggests models with at least two mixing compartments in order to reach compatibility with the data. The compatibility of the two-compartment model with the tracer data of three typical cases is illustrated in Fig. 2. The corresponding "best" estimates with standard errors are given in Table I. As can be seen from the standard errors, the parameters are well determined by the data, i.e. the proposed two-compartment model is an adequate model for the three cases studied. The elimination rate constant, $k_3$, is the parameter, which is best determined by the data. A manual peeling-off analysis of three cases (4, 5 and 6), which were studied in greater detail during the first 10 min after tracer injection, revealed three exponential terms (see Fig. 5). However, a three-compartment model is not an adequate description, since one single plasma disappearance curve does not permit a confident estimation of all the parameters of such a complex model (cf. also (21, 24)). A two-compartment model is, on the other hand, simple enough to be well determined by the data and complex enough to give compatibility to the data (cf. Fig. 4).

Comparison of various methods

In Table II, estimates of GFR are compared as calculated from the two-compartment analysis, the methods by Sapirstein et al. (32) and Nosslin (26), and by using a gamma distribution as approximating function ("random-walk" model).

The differences between the estimates of GFR are not significant and the choice of method does not seem critical for the analysis of data of the type represented by the three cases chosen (cf. page 59). By expressing the elimination rate constant of the present two-compartment model in terms of the intercepts and slopes from a peeling-off analysis

$$k_3 = \frac{\gamma_1\gamma_2(A_2+A_1)}{A_1\gamma_2+A_2\gamma_1}$$

$$
GFR = k_3 \cdot V_1 = \frac{\gamma_1\gamma_2}{A_1\gamma_2+A_2\gamma_1} = G
$$

according to Sapirstein et al. (32), it is obvious that this method and Sapirstein's method are equivalent from the theoretical point of view. The difference between the two methods is only due to the uncertainty introduced by the numerical methods. Furthermore, it can be noted that for a two-exponential peeling-
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Fig. 3. Graphical illustration of the relation between inulin clearance (normalized to 1.73 m$^3$) and the theoretical measure $k_3V_1$ as estimated for the patients examined. The crosses (+) indicate patients included in the study (estimated $V_1+V_2<34\%$ body weight), and the lines indicate the regression line with its 95% confidence region, and the 95% confidence region of the points. The identity line is dashed.

off analysis and using $V_1$ as an estimate of the "plasma volume", Nosslin's (27) method is equivalent to the method by Sapirstein et al. (32) concerning total clearance and total volume of distribution.

Comparison between theoretical measures of GFR and inulin clearance

The validity of the theoretical measure of glomerular filtration rate, as calculated from the two-compartment model $(k_3V_1)$, was tested by comparison with standard inulin clearance. The statistical analysis was made on data from 90 patients with certain constraints. Thus patients with a calculated GFR greater than 180 ml/min were not included. These cases are beset with the greatest uncertainty in the calculations of $k_3V_1$, which is reflected in extreme estimated values of the total distribution volume (greater than 34% of body weight, compared with the average of about 18-20%, Fig. 6). The regression analysis was performed with due consideration of the errors in both the ordinata and the abscissa; in this case $\sigma_x=\sigma_y$.

The correlation between standard inulin clearance and the estimated GFR was rather good, with a coefficient of correlation $r=0.85$, a standard deviation of an observed inulin clearance (S.D.) equal to 20.6 ml/min, and a standard error of the estimated GFR (SEE) equal to 2.3 ml/min, $n=84$. The regression line, $Cl_{in} = 1.081 (k_3V_1)^{-3.7}$, is not signifi-

Table III. "Best" estimates of the parameters in the two-compartment model for three typical cases where data from the initial part, $t=5$ min, are available

<table>
<thead>
<tr>
<th>Data</th>
<th>$k_1$ (min$^{-1}$)</th>
<th>$k_2$ (min$^{-1}$)</th>
<th>$k_3$ (min$^{-1}$)</th>
<th>$V_1$ (ml)</th>
<th>$k_3V_1$ (ml/min)</th>
<th>$Cl_{in}$ (ml/min)</th>
<th>$V_1(1+\frac{k_1}{k_2})$ (ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 4</td>
<td>$t=5$ min</td>
<td>0.021</td>
<td>0.028</td>
<td>0.008</td>
<td>9 746</td>
<td>82</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td>$t=1$ min</td>
<td>0.238</td>
<td>0.097</td>
<td>0.023</td>
<td>4 009</td>
<td>91</td>
<td>3.44 $\cdot$ $V_1=13 800$</td>
</tr>
<tr>
<td>Case 5</td>
<td>$t=5$ min</td>
<td>0.024</td>
<td>0.021</td>
<td>0.016</td>
<td>6 222</td>
<td>99</td>
<td>116±19</td>
</tr>
<tr>
<td></td>
<td>$t=1$ min</td>
<td>0.101</td>
<td>0.052</td>
<td>0.026</td>
<td>4 029</td>
<td>105</td>
<td>2.94 $\cdot$ $V_1=11 800$</td>
</tr>
<tr>
<td>Case 6</td>
<td>$t=5$ min</td>
<td>0.012</td>
<td>0.027</td>
<td>0.011</td>
<td>9 452</td>
<td>103</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>$t=1$ min</td>
<td>0.139</td>
<td>0.107</td>
<td>0.020</td>
<td>5 258</td>
<td>106</td>
<td>2.30 $\cdot$ $V_1=12 100$</td>
</tr>
</tbody>
</table>

* Not measured because of experimental difficulties, estimated to 116±19 ml/min.
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significantly different from the regression line, $C_{\text{lin}} = 0.904 \left( k_3 V_1 \right) + 8.3$, $r=0.85$, S.D.=19.7 ml/min, $n=84$, SEE=2.2 ml/min, that is obtained when the error of the calculated GFR is neglected. This is commonly done for reasons of simplicity in the calculations, but is not correct from a statistical point of view. The regression line is not significantly different from the identity line in either of these two versions of analysis as judged from the 95% confidence limits of the regression lines (see Fig. 3).

As a further illustration of the influence of the choice of statistics, it may be mentioned that a simple regression analysis ($\sigma_x=0$) on 82 cases with a calculated GFR less than 150 ml/min gave the result $C_{\text{lin}}=1.008 \left( k_3 V_1 \right) + 2.5$, $r=0.87$, S.D.=18.4 ml/min, SEE=2 ml/min.

By normalization of inulin clearance to 1.73 m² body surface area, the correlation to the correspondingly normalized measure of GFR ($=k_3$, i.e. with the primary distribution volume normalized to unity) was improved; $r=0.90$, S.D.=11 ml/min/1.73 m², SEE=1.2 ml/min/1.73 m², $n=82$. This improvement may indicate that the calculated $V_1$-values are poor estimates of the primary distribution volume, and that the true value of this volume is better correlated to body surface area.

Sources of error and uncertainty in the estimation of GFR and distribution volumes from a single injection curve

The variance of GFR as estimated from eq. (1) is equal to the sum of the variances of the injected dose and the estimated area. The former should be kept within reasonable limits by a careful injection

\[
C(t) = A_1 e^{-\alpha t} + B e^{-\beta t}
\]

\[
t > 5 \text{ min}
\]

<table>
<thead>
<tr>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>1.53±0.05</td>
<td>2.01±0.13</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>(2.64±0.17)10^{-1}</td>
<td>(4.37±0.35)10^{-1}</td>
</tr>
<tr>
<td>$\beta$</td>
<td>(2.66±0.38)10^{-3}</td>
<td>(2.92±0.91)10^{-3}</td>
</tr>
<tr>
<td>GFR (ml/min)</td>
<td>73</td>
<td>90</td>
</tr>
</tbody>
</table>
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Normalization to extrapolated $C_0$ Normalization to $C_0$ calc. from estimated plasma volume

Fig. 5. Plasma disappearance data from one (no. 6) of the three cases (4, 5 and 6), which were studied in more detail during the first ten minutes after the injection. The data have been normalized 1) to the virtual initial concentration $C_0$ as estimated by extrapolation (●) and 2) to $C_0$ calculated from the estimated plasma volume (○) according to Nosslin et al. (26, 28). The lines indicate the three exponential terms, which can be resolved in a peeling-off analysis by eye. As can be seen, the latter procedure of normalization intrudes on the nature of the primary data and influence heavily the estimated slope ($k_3$) and intercept ($A_3$) of the third exponential component unless a fourth exponential is introduced (cf. 28).

of the tracer; the latter, which will be investigated in greater detail in the following, is dependent on the choice of the approximation-extrapolation function and the spacing in time of the experimental points. The 'initial' concentration, $C_0$, (as calculated by exponential extrapolation of the plasma curve to zero time) and $V_1$ (as calculated from the 'initial' concentration of tracer in plasma and the injected dose) are critically dependent on the availability of data from the first few minutes. Systematic changes are also introduced in the estimates of rate constants, clearance, and the total volume of distribution, if data from the initial phase ($t<5\text{ min}$) are included in the analysis. This can be seen in Table III which summarizes the results from an analysis of cases 4, 5 and 6 mentioned above (see Fig. 4). The changes in $V_1$ and $k_3$ counteract (cf. (9), p. 176) and therefore the change in the product $k_3V_1$, is comparatively small, though still large enough (3–10%) to be considered as a significant systematic error (cf. the standard deviations of the estimated GFR in Table II).

In order to estimate the possible error caused by the extrapolation of the plasma curve backwards to zero time, the area under the initial part ($t=0–5\text{ min}$) of the curve (for the three cases 4, 5 and 6) was calculated by using (i) the trapezoidal rule, (ii) extrapolation using data $t=5\text{ min}$, and (iii) extrapolation using data $t\leq5\text{ min}$ (see Fig. 4). When compared with the reference value from (i), the procedure (ii) resulted in an underestimation of the total area by 0.5–1%, while procedure (iii) gave an overestimate of the same area by 1–1.5%, i.e. negligible errors.

It may be noted in passing, that the procedure to calculate the "initial concentration" $C_0$ from the injected dose and the plasma volume (and to express the concentrations in fractions of $C_0$, as suggested by Nosslin (27, 28)) cannot be regarded as a proper transformation of the experimental data. This procedure mostly intrudes into the inherent nature of the primary data (see Fig. 5), since the initial distribution volume of the substance $V_1$ (as reflected in the initial maximum concentration) is usually considerably larger than the plausible plasma volume (e.g., predicted from the body weight; cf. Table V and Fig. 6).

The choice of approximating function may play a decisive role in the estimation of GFR. This is especially true when the plasma curve has not been
Table V. Estimates of distribution volumes for the cases 4, 5 and 6

Plasma and extracellular volumes, as estimated from body weight, are given for comparison

<table>
<thead>
<tr>
<th></th>
<th>Body weight (kg)</th>
<th>Total volume of distr. (l)</th>
<th>Plasma vol. 4% of b.w. (l)</th>
<th>Extracell. vol. 10% of b.w. (l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 4</td>
<td>75.0</td>
<td>13.8</td>
<td>3.0</td>
<td>14.3</td>
</tr>
<tr>
<td>Case 5</td>
<td>60.6</td>
<td>11.8</td>
<td>2.4</td>
<td>11.5</td>
</tr>
<tr>
<td>Case 6</td>
<td>57.4</td>
<td>12.1</td>
<td>2.3</td>
<td>10.9</td>
</tr>
</tbody>
</table>

followed for a sufficiently long time, but should be considered also in cases when the sampling period is nearly complete. This can be seen in Table IV summarizing the result of using a gamma distribution to fit the data of cases 4, 5 and 6 over the time interval 3–240 min.

The gamma distribution gives an adequate description of the plasma data for \( t \geq 5 \) min, but is inadequate when data from the initial part are included in the analysis. The GFR values in Table IV were calculated by adding the integral of the gamma distribution from \( t = 5 \) to 'infinity' \( (t = 2000 \text{ min}) \) and the area under the initial part \( t = 0-5 \text{ min} \) as estimated by the trapezoidal rule.

It can be noted that the differences between these values and the corresponding estimates of GFR by the two-compartment model (see Table III), are of a systematic nature and may be as high as 15–20%.

The influence of the arterio-venous concentration difference has not been investigated in the present paper (cf. Discussion).

DISCUSSION

The usefulness of \(^{125}\text{I}-\text{sodium iothalamate} \) as a GFR-indicator with single intravenous injection technique has been evaluated by statistical comparison of a direct estimate of GFR from the plasma elimination curve with conventional inulin clearance.

The result of such a regression analysis depends on

(i) the validity of the model concepts applied in the analysis of the plasma elimination curve
(ii) the adequacy of the mathematical model and the experimental data; besides
(iii) the (validity and) reliability of the reference value, and
(iv) the design of the regression analysis itself with regard to the number of cases, and the range and errors of the correlated variables.

A compartmental model with two mixing compartments in parallel was found to describe the plasma data adequately, and the validity of the concepts behind this approach is corroborated, to some extent, by plausible estimates of the distribution volumes of the tracer. As can be seen in Table V the primary volume of distribution is, for the cases 4, 5 and 6, significantly larger than the plasma volume as predicted from the body weight (cf. Fig. 6), but seems reasonable in comparison with the extracellular volume estimated in the same way (plasma volume c. 4% and extracellular volume c. 19% of body weight). This is further illustrated in Fig. 6, which gives the frequency distribution of the estimated volumes. As pointed out by many authors (e.g. 14, 20, 32, 38) it may well be that the calculated distribution volumes have no true anatomical counterparts. However, the figures in Table V and Fig. 6 suggest the following identification of the compartmental model in physiological terms: The GFR indicator is initially distributed in plasma and parts of the interstitial fluids. The third exponential component observed in the peeling-off analysis, with a slope indicating a rapid 'phase' of mixing, probably reflects the mixing within this pool. The second distribution volume, \( V_2 \), mainly represents the rest of the interstitial fluids.

As can be seen from Table V and as confirmed by regression analysis on the total patient material, \( V_1 \) as estimated from the virtual initial concentration and injected dose, is not related to body weight (\( V_1 = 0.107 \text{ bw} + 1.20, r = 38, \text{ S.D.} = 3.25, n = 90 \)). The same is true of the total distribution volume (\( V_1 + V_2 = 0.201 \text{ bw} - 0.20, r = 42, \text{ S.D.} = 5.5, n = 90 \)). This may be due to inter- and intra-individual variations in glomerular filtration rate, capillary permeability and possibly extrarenal clearance.

A so-called 'random walk' model was also found to be adequate for most of the cases in the present investigation. However, for three cases (nos. 4, 5
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and 6), in which data from the initial phase were included, this model was incompatible. The validity of the ‘random-walk’ model is difficult to evaluate as it does not provide parameters which can be interpreted in simple physiological concepts and measured by independent methods. This model is also less attractive from the computational point of view, both with regard to parameter estimation and integration, and preference is therefore given to the compartmental model, which may even be evaluated by manual methods (32). It may be of interest to note that the method by Nosslin (27), often referred to as model-independent, is equivalent to the two methods using compartmental analysis in the case of the plasma curve being separated in two exponentials and the “plasma volume” being calculated from the virtual initial concentration (p. 2).

The arterio-venous concentration difference has been measured in dog and in man after a single injection of iothalamate (34); the V/A ratio started below 1.0 in the initial phase, 0–10 min, and then increased to a rather constant value of about 1.08 in man. No doubt, the difference is a major source of error in the calculation of clearance when this is based on venous blood samples taken during a short time interval, but the error may be neglected when sampling is extended over a sufficiently long time (6, 19, 27). Truniger et al. (38) and Chantler et al. (10) reported an underestimate of $^{151}$Cr-EDTA clearance of 11%, when venous samples were used. In the first case this is most likely due to the short sampling time, 8–70 min, and in the latter case to the use of the approximate slope-intercept method based on data between 120–140 min.

The somewhat low correlation ($r = 0.85–0.87$) between the estimate of GFR from the compartment model, $k_3V_1$, and inulin clearance is probably mainly due to the error in the inulin clearance determinations (9.4% coefficient of variation), but may partly be due to the errors introduced in the estimate of $V_1$ by incomplete plasma data from the initial phase of mixing.

It should also be noted that the design of the regression analysis is important for the outcome. Errors in each one of the correlated variables should be duly considered and the number of cases must be sufficiently large to reduce the influence of chance. Other investigations based on regression analysis should be judged with this in mind. In our case the choice of statistics is not critical. Different designs all ended up with 95% confidence limits of the regression line covering the identify line, which implies that there is no significant difference between standard inulin clearance and iothalamate single-injection clearance in the present study.

To summarize, it may be concluded that

(i) $^{125}$I-sodium iothalamate seems to be a useful glomerular marker for single intravenous injection studies, as judged by the present analysis of plasma elimination curves from 90 patients with varying renal function and using conventional inulin clearance as an absolute reference for a statistical comparison;

(ii) A single plasma elimination curve does not allow a strict choice between different hypothetical models. From the computational point of view preference is given to a simple two-compartment model, even though ‘random-walk’ models may be more realistic with regard to the basic assumptions.
concerning the processes of distribution of the tracer;

(iii) The present type of curve fitting analysis requires frequent blood sampling or external counting over a wide time interval in order to give reliable estimates of the glomerular filtration rate. This circumstance makes these methods less attractive for clinical use. Simplified procedures have been discussed in a separate paper (17).
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